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Dependable robots@laas 
•  Phds : 

–  Execution Monitoring (2005) , Diverse task planning (2007), 
Robustness testing (2011), Safety monitoring (2012), Safety 
analysis for human-robot interactions (2015), Safety 
monitoring (with synthesis) (2015), Testing autonomous 
robots in virtual worlds (2017), Multi-level safety monitoring 

•  Recent collaborative European projects : 
–  CPS Engineering Labs: cyber physical systems, European 

H2020-ICT, 2015-2018 
–  SAPHARI : Safe and Autonomous Physical Human-Aware 

Robot Interaction, FP7 European Project, 2011-2014 
–  PHRIENDS: Physical Human-Robot Interaction: 

depENDability and Safety, FP6 European project, 2006-2009 
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Autonomous systems 

•  Autonomy is the ability of sensing, 
perceiving, analyzing, communicating, 
planning, decision-making, and acting, 
to achieve assigned goals 

•  Autonomy level determined by  
–  complexity of the mission 
–  degrees of difficulty of the environment 
–  levels of operator interactions 

•  Automatic (speed regulation) / Autonomous 
(cruise control) 
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Can we trust autonomous systems ? 

Main hazards : 
–  Confidence in decisional layers 

•  Faults in inference mechanisms  
or knowledge base 

•  Uncertain reaction in adverse situations (heuristics) 
–  Long term behavior and emerging properties (impossible 

to simulate/forecast) 
–  Integrity of localization / perception HW and SW 

No technical standards, few regulations  
•  UAV regulations 
•  Self driving cars (new federal US Automated  
Vehicles Policy – September 2016) 
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Aug. 28, 2009, San Diego CA, USA
• Toyota Lexus ES 350 sedan

• UA Reached 100 mph+

• 911 Emergency Phone Call
from passenger during event
• All 4 occupants killed in crash

• Driver:
Mark Saylor, 45 year old male.
Off-duty California Highway Patrol Officer; vehicle inspector.
• Crash was blamed on wrong floor mats causing pedal entrapment
• Brake rotor damage indicated “endured braking”

• This event triggered escalation of investigations dating back 
to 2002  MY
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http://www.nytimes.com/2010/02/01/business/01toyota.html?pagewanted=all&_r=0
http://www.autoblog.com/2009/10/26/nhtsa-releases-new-info-about-crash-that-prompted-toyota-floorma/

Toyota	Lexus,	2009	

NB: Can we trust auto* systems ?  
e.g., Toyota US trial, Tesla 

	

Tesla,	2016	



A popular form of fault tolerance:  
active safety monitoring 

•  Run-time monitoring of the system + 
actions to keep it in a safe state 

•  Implemented in most industrial processes 
as a “safety function” 
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Basic Concept of ISO 26262: Risk Classification by „ASIL“
Challenges and Concepts
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Safety monitors for advanced applications: 
two main issues 

– Safety layers with required integrity level to 
guarantee safety properties (runtime verification) 
•  Issue#1 : Integrity of the HW and SW (perception/

control/actuators) 
–  Standardized approaches (e.g. ISOIEC61508, or ISO26262 or 

ISO13849) -> more complex perception and reaction 
functions… Applicability ? 

•  Issue#2 : Safety rules identification 
– Multifunction and autonomous systems -> Complex rules that 

could be non consistent. Research approaches (e.g. use of 
formal tools to synthetize safety rules) -> Applicability ? 
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Issue#1 : Monitor HW/SW integrity 
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FAQs Safety  
Protective devices for machines   
 
 
 
 
 
 
 

SICK/Safety/FAQs (Release 4.3) 6 of 24    
2016-06-01  FAQs 

 

What are safety functions?  

The safety function defines how safety measures will reduce the risk. 
A safety function must be defined for each hazard that has not been 
eliminated by design measures. It is necessary to provide a precise 
description of the safety function to achieve the required safety with 
reasonable effort. The type and number of components required for 
the function are derived from the definition of the safety function. 
 
  
 
Examples of safety functions: 
 
� Temporarily preventing access 
Door interlock with locking at the injection mold machine 

 

� Initiating a stop 
Access protection at a vulcanizing for tires.  

 
  
� Initiating a stop and preventing start 
Access protection and presence detection on a turntable 
system  

 

� Differentiating people/material 
Access protection in an automatic transport system for auto 
chassis.  

 
  
� Initiating a stop  
Hazardous area protection at an automated guided 
system 

 

Further safety functions  
 
� Prevent entry/access permanently 
� Retaining parts/substances/radiation 
� Preventing start 
� Preventing an unexpected start-up 
� Monitoring machine parameters 
� Disabling safety functions manually and for a limited time 
� Combining or switching safety functions 
� Initiating a stop if a defined speed is exceeded  
� Initiating a stop if a defined moving direction is breeched  
� Safe brake control 
 
 
More information: 
Þ Brochure “Guide Safe Machinery“ 
 



Issue#1 : Monitor HW/SW integrity 

•  Yes but… 
–  Sensors: lasers, video, 3D perception, video 
–  Logic: video treatment, optimization algorithms  
– Actuators: variable stifness actuators in robotics 

•  Complexity too high, low ressources (place, 
power, etc.) 

•  For now robotics designer stick to the “EU 
Machinary directive” with basic safety 
functions (e.g. High speed -> remove power) 
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Issue#1 : Monitor HW/SW integrity 

•  Certification of safety monitors is a 
compromise 
– A simple but certifiable monitor 
– A complex but not certifiable monitor 
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Hazardous	
situa,ons	coverage	

HW	SW	
Cer,fica,on	

Simple	monitor	 No	 Yes	

Complex	monitor	 Yes	 No	



Issue#2: Safety monitors rules 
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An example of a solution for issue#2: 
Active independant safety monitor 
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Concepts: margin, warning states 

Safety invariant

Catastrophic states

Non-catastrophic states

Catastrophic States

Safety invariant
Margin

Warning states

Safe states

•  A safety rule assigns interventions to warning states 
•  A strategy is a set of safety rules intended to ensure an 

invariant 
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SMOF	=	
Modeling	template	

+	tools	

HAZOP-UML		
approach	
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Toy example 

Margin on velocity 
 
 
 

(r = true) ⋁ (v < V0) 

The robot arm must be folded when the 
platform velocity is greater than V0 

3 warning states 
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Applicability of safety rules synthesis 

•  In FP7-SAPHARI project (robotic co-
worker) 
– 10 rules with maximum 3 variables 

•  In H2020 CPSELAB project (airport light 
measurement mobile robot) 
– All rules ok, except one rule with more than 8 

variables -> no synthesis (but the tool was 
used to check a rule consistence) 

16


Source	code	of	the	synthesis	algorithm	:	hTps://www.laas.fr/projects/smof/		



Conclusion 

•  Safety monitors as “certified safety 
function” might be a good solution (when 
no guarantee can be delivered for the 
main autonomous controller) 

•  2 main open issues 
– HW SW integrity 
– Safety rules identification 
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https://www.laas.fr/projects/smof/  
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